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Abstract

Structural heterogeneity of the caprock surface influences both migration patterns and trap-

ping efficiency for CO2 injected in open saline aquifers. Understanding these mechanisms

relies on appropriate modeling tools to simulate CO2 flow over hundreds of square kilometers

and several hundred years during the postinjection period. Vertical equilibrium (VE) models

are well suited for this purpose. However, topographical heterogeneity below the scale of

model resolution requires upscaling, for example by using traditional flow-based homogeniza-

tion techniques. This can significantly simplify the geologic model and reduce computational

effort while still capturing the relevant physical processes.

In this paper, we identify key structural parameters, such as dominant amplitude and

wavelength of the traps, that determine the form of the upscaled constitutive functions. We

also compare the strength of these geologic controls on CO2 migration and trapping to other

mechanisms such as capillarity. This allows for a better understanding of the dominant

physical processes and their impact on storage security. It also provides intuition on which

upscaling approach is best suited for the system of interest.

We apply these concepts to realistic structurally heterogeneous surfaces that have been

developed using different geologic depositional models. We show that while amplitude is

important for determining the amount of CO2 trapped, the spacing between the traps,

distribution of spillpoint locations, large-scale formation dip angle affect the shape of the
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function and thus the dynamics of plume migration. We also show for these cases that the

topography characterized by shorter wavelength features is better suited for upscaling, while

the longer wavelength surface can be sufficiently resolved. These results can inform the type

of geological characterization that is required to build the most reliable upscaled models for

large-scale CO2 migration.

Keywords:

geological CO2 storage, vertical equilibrium models, structural trapping, rough caprock,

upscaling, geologic characterization, storage security

1. Introduction1

Geological CO2 sequestration in saline aquifers has the potential to store large volumes2

of anthropogenic CO2 emissions and mitigate impacts of climate change [1]. The storage3

capacity of these aquifers depends primarily on structural, residual and solubility trapping4

acting to stabilize the CO2 plume in the first 1000 years after injection has ceased [2]. The5

relative efficiency of these trapping mechanisms will be determined by geologic and fluid6

properties [3, 4]. Not only do these parameters affect capacity of a given formation for CO2,7

but they also impact the long-term risk of leakage out of the formation. Understanding the8

impact of these mechanisms on CO2 migration and trapping in open aquifers is an important9

goal of the CO2 storage community.10

Numerical simulation is an important component for understanding fundamental pro-11

cesses occurring in a CO2 storage site as well as for estimating storage capacity, quantifying12

risk and managing storage operations. When applying numerical models to CO2 migration13

and trapping, it is important that the scale of the model matches the scale of the processes14

to be simulated [5]. However, CO2 injection involves large plume footprints that can ex-15

tend several kilometers in lateral extent [6] and can potentially migrate up to 100 kilometers16

away from the injection well over 100s of years in open dipping aquifers [7]. Meanwhile,17

trapping mechanisms such as dissolution by convective mixing [8] and structural trapping in18

sub-seismic scale features [9] may occur at the scale of centimeters and meters. These large19

discrepancy in temporal and spatial scales need to be modeled simultaneously and presents20
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a particular challenge for effective and reliable simulation of long-term evolution of the CO221

plume.22

Vertical equilibrium (VE) models have emerged in recent years as an alternative to full-23

physics models for simulating CO2 injection and migration [5, 10, 11, 12, 13]. These reduced24

dimension models are effective at capturing the large-scale plume dynamics while coupling25

in subscale phenomena such as capillary effects [14] and enhanced dissolution by convective26

mixing [15]. In a recent paper [16], we have explored the utility of flow-based upscaling to27

capture subscale caprock topography on plume migration and trapping. We showed that up-28

scaled permeability and relative permeability constitutive functions could be derived through29

analytical or numerical upscaling that simulate the reduced plume speed and enhanced trap-30

ping for relatively idealized systems.31

One important aspect of these upscaled constitutive functions is that the shape of the32

function could be dependent on the type of surface being upscaled. For instance, a sinusoidal33

surface produces an effective relative permeability that more quickly approaches the function34

for a flat caprock surface (with no roughness) than a square-wave type of functions. However,35

these are idealized structures at the limits of real caprocks, and it was not clear how these36

functions would change for more realistic geological surfaces. In this paper, we explore37

the impact of different geologic controls on the form of the relative permeability functions.38

In addition, we develop a set of dimensionless groupings to compare the strength of surface39

roughness effect compared to the height of capillary fringe, which is another relevant physical40

phenomenon in CO2 storage. Finally, we apply these concepts to simulate large-scale plume41

migration and trapping along realistic geological surfaces.42

The results of this paper increase our understanding of which topographical parame-43

ters have the most impact on upscaled functions, as well as how best to apply upscaling44

approaches to different geological settings. If complex geology can be simplified, then com-45

putational efficiency increases significantly. Faster simulation allows for easier exploration46

of the parameter space and ultimately a better understanding of the impact of geological47

uncertainty on CO2 migration.48

3
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2. Model description49
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Figure 1: VE model CO2 injection and migration with heights of brine, mobile CO2, with associated capillary

fringe, residually trapped CO2, and region with dissolved CO2. Insets show subscale processes that are

implemented into the VE model used in this study, including structural heterogeneity, a capillary fringe, and

convectively-driven CO2 dissolution. The aquifer may be tilted at a large-scale dip angle θ relative to the

horizontal, which may vary in space.

The VE model is employed for CO2 injection into a deep saline aquifer. The model50

assumes a two-phase two-component system consisting of a CO2-rich phase (subscript c) and51

a brine-rich phase (subscript b). The phases are slightly miscible such that CO2 can dissolve52

into the brine phase and water can dissolve in the CO2 phase. CO2 migrates according to53

viscous and gravity-dominated forces, while CO2 trapping occurs in the present model by54

structural, residual and solubility mechanisms. Mineral reactions with the host rock have55

been neglected.56

Inherent in the VE model is the assumption that the fluids are segregated vertically so57

that capillary and gravity forces are balanced. This means that vertical equilibrium exists58

with respect to pressure, and vertical flow can be neglected. As a result, the vertical space59

4
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bound by the top and bottom impermeable surfaces, ζT (x, y) and ζB(x, y), respectively, can60

be subdivided into macropscopic regions bounded by macroscopic interfaces. An example61

of this vertical structure is depicted in Figure 1. The topmost region is bound below by a62

dynamic interface ζM(x, y, t) and is created during the drainage process as CO2 displaces63

brine. This region contains mobile CO2 in a fully-drained zone and two-phase CO2 and brine64

in a capillary transition zone, which are separated by an interface ζF (x, y, t) above which the65

CO2 is at the endpoint saturation with residual brine. When flow reverses and ζM recedes,66

brine reimbibes the porespace and traps residual CO2 in a region that is bound above by67

the ζM interface and below by another dynamic interface ζR(x, y, t). The lowest region of68

fluid is the undrained brine region bound above by ζR and below by the aquifer bottom at69

ζB. The structure is fixed such that ζB ≤ ζR ≤ ζM ≤ ζF ≤ ζT70

The consequence of capillary-gravity equilibrium is that a well-defined vertical structure71

in saturation is known. In the simplest case where capillary forces are small, the transi-72

tion zone can be neglected (ζF = ζM) and we obtain the classical sharp-interface model.73

When capillary forces are strong, the saturation distribution in the relatively large fringe74

can be obtained from the local capillary pressure curve for the medium. This allows the75

three-dimensional equations to be integrated over the vertical dimension (perpendicular to76

the predominant flow direction), resulting in the VE model. The derivation can be per-77

formed under different further simplifications, such as a sharp interface or without solubility78

trapping. See [5, 17] for a full derivation.79

2.1. Vertical equilibrium model80

Integration of the fine-scale 3D equations leads to a mass conservation equation for the81

quantity Mα, which is the mass per unit area of component α = c, b summed vertically over82

the CO2 and brine fluid phases,83

∂Mα

∂t
+∇‖ · F

α
‖ = Qα, α = c, b, (1)

where Fα
‖ is the depth-integrated lateral mass flux of component α across all phases, and84

Qα is the source/sink term of component mass per area. The lateral direction is assumed to85

5
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be parallel to the large-scale dip angle of the aquifer, θ(x, y), which may vary in space. For86

convenience, we will omit the (·)‖ notation from this point forward.87

The integrated mass fluxes, defined in [15], lead to component fluxes which can be divided88

into the three macroscopic regions of the aquifer. For example, Fc is composed of the sum of89

CO2 mass flux with the CO2 phase (Fc
c) and as a dissolved component with the brine phase90

(Fc
b),91

Fc
c =

∫ ζT

ζM

ucρcm
c
c dz, (2)

92

Fc
b =

∫ ζM

ζR

ubρ
mix
b mc

b dz +

∫ ζR

ζB

ubωρ
mix
b mc

b dz. (3)

Here, ρc and ρmix
b are the density of the CO2 phase and brine phase with dissolved CO2,93

respectively, while the parallel components of fine-scale phase fluxes, uβ, are given by Darcy’s94

law [18, 15]. Dispersion of dissolved CO2 is neglected due to the very large spatial scales and95

relative homogeneity of the system.96

Mass flux in the CO2 phase depends on the water solubility as a mass fraction, mb
c,97

where mc
c +mb

c = 1. The flux of dissolved CO2 is a function of the occurrence of dissolved98

CO2 within the residual CO2 region and below ζR. The former is governed by equilibrium99

partitioning given a solubility limit, mc
b, while the latter is parameterized by a dynamic100

term, ω, that is a normalized mass fraction parameter, ω. More details about upscaled CO2101

dissolution can be found in [15].102

The mass conservation equation is accompanied by a transport equation for dissolved103

CO2,104

∂M c
b

∂t
+∇ · Fc

b = Cdiss (ω, ζR) , (4)

where M c
b is the mass per area of dissolved CO2 in the brine phase and Cdiss is the up-105

scaled dissolution rate with units of mass per area per time [15]. Additionally, there is an106

incompressible conservation equation for the CO2 fluid phase,107

H
∂ (ΦSc)

∂t
+∇ ·Uc = Qc, (5)

6



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

where Φ, Sc and Uc are the depth-averaged porosity, CO2 saturation, and CO2 phase flux,108

respectively, as defined in [16], and Qc is the volumetric source/sink of the CO2 phase.109

The system of equations (1), (4), and (5), consisting of the primary coarse-scale variables110

P , Sc and M c
b , can be solved using an IMPES-type strategy whereby the upscaled pressure111

variable P is solved implicitly under the assumption of an incompressible system, followed by112

an explicit solve for Sc and M c
b . A pressure equation is formed by summing (1) and (4) over113

the phases. The summed equation results in an additional term that accounts for the volume114

change due to CO2 dissolution, see [15, 10] for more details. For the transport equations,115

we consider a splitting type approach, evolving Sc (Equation (5)), the dissolved CO2 M c
b116

(Equation (4)), and ζR (by mass balance) in an iterative manner. The spatial domain is117

discretized and solved numerically using a standard finite-difference approximation.118

2.2. Horizontal upscaling119

In certain situations, the structural heterogeneity of the caprock may be too fine to be120

resolved and an upscaled representation of the surface is desired. An additional horizontal121

averaging of the VE equations presented above can be performed either by analytical or122

numerical techniques. If the surface fluctuations are periodic within a characteristic length123

scale L, such that L is much smaller than the scale of the domain, then we can apply steady-124

state flow-based homogenization techniques that have been traditionally used to upscale125

permeability and relative permeability of heterogeneous media [19, 20].126

The concept of spatial heterogeneity in permeability is applicable here because fluctua-127

tions in aquifer thickness due to caprock roughness leads to heterogeneity in transmissibility,128

which is the effective permeability to horizontal flow. In addition, if the physics of the sys-129

tem is such that CO2 forms a layer at the top of the aquifer, as discussed in Section 2,130

the depth-integrated relative permeability will be horizontally heterogeneous as well, even if131

the CO2-brine interface is flat. This heterogeneity will exist despite having a homogeneous132

porous medium. Horizontal upscaling will result in smoother VE equations, where the effects133

due to small scale features are transferred to the relative permeability functions. This is in134

analogy of single phase upscaling where the upscaled equations have a smoother permeability135

7
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z

Figure 2: Caprock roughness at the horizontal fine-scale having spatially varying thickness H(x) and CO2

thickness hc(x) within the averaging length L. The system has a flat bottom ζB = 0 and flat CO2-brine

interface. Adapted from [16].

than the fine-scale ones.136

The details of the horizontal upscaling can be found in [16]. The objective of upscaling137

is to replace the varying top boundary ζT (x, y) with a flat surface over the two-dimensional138

averaging area with lateral length scale L2. This results in an aquifer height that is constant139

and equal to the average of the thickness at the horizontal fine scale over the averaging140

length. In one spatial dimension this becomes,141

H̄ =
1

L

∫ L

0

[ζT (x)− ζB(x)] dx. (6)

The basic approach is to posit a homogeneous equation at the horizontal coarse scale com-142

posed of horizontally averaged quantities. We demonstrate this concept for one-dimensional143

flow of a single-phase equivalent of the depth-integrated phase flux Uα. Assuming steady-144

state flow over the averaging length then the fine-scale single-phase flow equation can be145

integrated and set equal to the homogeneous equation,146

Ux = −
H̄K̄x

µ

∆p

L
, (7)

where ∆p is the pressure gradient, and µ is the viscosity. Horizontally upscaled variables,147

such as K̄x, are indicated with an overbar.148

For effective relative permeability K̄β, additional assumptions are required regarding the149

saturation at the horizontal fine-scale. Our approach is based on the capillary equilibrium150

8
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assumption [20, 21] that is adapted to the VE rough caprock system and becomes an as-151

sumption on the CO2-brine interface. For small pressure gradients and a horizontal averaging152

length much smaller than the domain, the CO2-brine interface is essentially flat. This means153

that depth-averaged CO2 phase saturation Sc can be fixed within the averaging window dur-154

ing the upscaling process. Then in a similar manner shown in Equation (7), the two-phase155

steady-state flow equation is compared with the corresponding homogeneous equation,156

Uβx = −
H̄K̄xK̄βx

µβ

∆pβ
L

. (8)

The homogeneous equations Equations (7)–(8) can be solved for K̄x and K̄βx if a fixed157

pressure gradient is applied and the steady-state flux is known. For one-dimensional cross-158

sections and simple two-dimensional surfaces, analytical expressions for the upscaled consti-159

tutive functions can be derived [16]. However, in general, numerical homogenization is nec-160

essary. To do this, steady-state flow simulations are performed by resolving the horizontal161

structure with the VE model described in Section 2.1. Periodic pressure boundary condi-162

tions are applied with a small pressure gradient in the horizontal direction. For asymmetric163

surfaces, the simulation must be performed in two dimensions to determine the diagonal and164

off-diagonal components.165

For relative permeability calculations, the CO2 is stationary with a vertical saturation166

distribution fixed according to the local capillary pressure equilibrium. We point out that if167

flow is faster due to a larger pressure gradient or the caprock surface is tilted, the stationary168

states for CO2 saturation in the relative permeability calculations are not trivial and have169

to be found numerically. The details of the upscaling procedure are described in [16].170

3. Characterization of upscaled constitutive functions171

In this section we discuss the main characteristics which determine properties of the172

horizontally upscaled relative permeability functions discussed in Section 2.2. To identify173

these characteristics, we investigate a set of simplified or idealized caprock surfaces. An174

important consideration is that these parameters can be calculated for a given storage system175

9
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given the available data from fine-scale geological models. These parameters can also be176

estimated for systems where a fine-scale model is not available.177

We propose three sets of geologic parameters to be investigated. The first relates the178

characteristic width of the structural traps to the distance between each trap. The second179

relates the dominant wavelength of the structures, wide and shallow versus narrow and180

steep, and their amplitude, large versus small trapping volumes, to the effect of gravity due181

to aquifer tilt. The third takes into account surface effects, in particular the asymmetry of182

the surface and two-dimensional variation in spillpoint depths. The first two analyses can183

be performed on a one-dimensional surface, where the caprock is represented by a line, while184

the last must be solved numerically on a two-dimensional surface. We then compare the185

upscaled curves to the CO2 relative permeability curve for a flat tilted surface (representing186

a locally smooth caprock), which is a linear function between zero and unity. This surface187

is referred to as a “flat” caprock from this point forward.188

All numerical experiments were performed using a sharp-interface assumption with zero189

brine saturation under VE conditions. It should be noted that the VE assumption is valid190

for rough surfaces as long as the amplitude is much smaller than the wavelength.191

3.1. Trapping volume and roughness192

We have seen that the shape of the CO2 relative permeability curve in previous work [16]193

is clearly a function of the volume of CO2 that can be structurally trapped, called structural194

residual saturation because CO2 must exceed a certain thickness before flow can occur in195

the upscaled sense. The potential trapping volume can be estimated from the amplitude196

of the structural features or from other simple trapping analyses [9]. Here, we refer to the197

amplitude ratio a as the amplitude scaled by the aquifer thickness,198

a =
A

H̄
. (9)

Also, we have observed previously that different structures give varying degrees of roughness199

and impact the overall shape of the relative permeability function even when the trapping200

capacity is the same. A rougher surface means that CO2 flow is slower and requires a greater201

10
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plume thickness before the impact of the roughness becomes negligible, in which case CO2202

migration becomes similar to flow along a smoother caprock with only buoyancy due to203

large-scale dip as the dominant flow mechanism.204

We take the specific example of an oscillating square wave, which was found to be the205

roughest surface compared to other structures for the same amplitude ratio [16]. Because206

the system is one-dimensional, the permeability and relative permeability can be derived by207

taking the harmonic average of the fine-scale quantities across the horizontal dimension, as208

described in [16]. The analytical permeabilities for a square and rectangular topographies209

are given in Table 1. The harmonic average is independent of wavelength, which is due to210

the single wave structure, but the amplitude ratio and other structural parameters impact211

the formula. For the rectangular wave, two relevant parameters are the length scales l1 and212

l2 that are associated with the distance between the structures and their width, respectively.213

The general case is a rectangle, such that l1 6= l2. We can compute the ratio of these lengths214

as fr = l1/ (l1 + l2), and compare different ratios for a given trapped volume to determine215

the impact of fr on surface roughness. Given fr, we can then derive the resulting formula216

for the rectangle, also in Table 1, which reduces to a square for fr = 0.5.217

The shape of the rectangle curves for different values of fr, shown in Figure 3, varies218

between two limits. The limit when fr → 0 results in a linear function from S̄ = a to unity.219

This case consists of structures that extend over the entire surface with an infinitesimally220

small distance separating them, which happens to correspond to the accretion layer model221

(AM) derived in [16]. The upper limit when fr → 1 results in a relative permeability that222

jumps from zero to the flat caprock curve at S̄ = a. This phenomenon occurs because, as223

the traps approach an infinitely small width of some volume, the surface essentially becomes224

identical to the reference flat caprock but with periodic instantaneous sinks. Thus, once the225

infinitely thin traps are filled, the relative permeability jumps from zero (no flow) to the226

reference flat surface curve (flow) because the traps do not affect flow once they are filled.227
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Figure 3: Upscaled CO2 relative permeability curves for the rectangle surfaces for different values of roughness

ratio fr. The black line is the reference case–a linear relative permeability curve for a flat caprock– and the

red is the square case with fr = 0.5.

Table 1: Summary of effective permeability and relative permeability functions for different functional forms

of caprock topography, where ĥb = h̄b/H̄ and ĥb ≤ a).

Topography K̄ K̄b K̄c

flat K k0
b ĥb kr

c

(

1− ĥb

)

square K (1− a2) k0
b ĥb kr

c

(

1− ĥb

)2

− a2

(

1− ĥb

)

(1− a2)

rectangle K
(

fr
(1−a)+a/fr

+ 1−fr
1−a

)−1

k0
b ĥb kr

c

fr
(1−a)+a/fr

+ 1−fr
1−a

fr
(1−ĥb−a)+a/fr

+ 1−fr
1−ĥb−a
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3.2. Effect of caprock tilt and wavelength228

In the one-dimensional examples of sinusoidal waves studied in [16], the large-scale dip229

of the surface was assumed to be nearly horizontal. This simplification implies several230

things. First, the trapped volume of a horizontal surface is maximized for a given amplitude231

compared with the tilted surface. This occurs because the spillpoints are raised relative to232

the horizontal, allowing CO2 to flow and thus reducing trapping capacity. Secondly, the233

upscaled relative permeability is independent of wavelength, λ, when the surface has zero234

dip angle. Additionally, there is a sharp transition in the CO2 flow characteristics from235

the non-flowing to the flowing case, meaning that once CO2 thickness exceeds the residual236

saturation the flowing CO2 very quickly becomes flow along a smooth flat surface with only237

a small additional increase in CO2 saturation.238

We investigate the impact of large-scale tilt of the caprock, measured as the angle θ from239

the horizontal, by varying the tilt for a given sinusoidal amplitude and wavelength. Figure240

5 shows that as θ increases, the residual saturation decreases, which is as expected. An241

additional striking qualitative change is a smoother transition from non-flowing to flowing242

regime with increasing θ. This result can be attributed to the extent of CO2 flow along the243

“dry region,” which is defined as the portion of the caprock under which no CO2 accumulates244

or is trapped. At the limit when θ = 0, the dry region is very small and therefore does not245

impact the flow once the residual saturation is exceeded. However, with a tilted surface, the246

dry region is larger and grows in size with increasing tilt. This means that CO2 must flow247

along the dry region, which causes more resistance than the horizontal case. The size of248

the dry region increases with increasing wavelength and decreasing amplitude, all else being249

equal.250

3.3. Two-dimensional surface effects251

Above, we saw that increasing the tilt of the caprock surface in one-dimensional can252

introduce a smoother transition from the non-flowing to the flowing regime. A similar253

phenomena can occur due to varying depths of local minima (spillpoints) within the two-254

dimensional averaging window, as shown schematically in Figure 4. In the general case, CO2255
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λ

a

θ

dry region CO2 

(a) sloping caprock

CO2 

(b) spillpoint variation

Figure 4: Schematic of test cases for studying the tilt and surface impacts on CO2 relative permeability. Top

shows a 1D sloping sinusoidal caprock, with dry regions that contribute to surface roughness. Bottom shows

a caprock with varying spillpoint depths that impact CO2 flow. Here, a 1D cross-section of the generalized

2D surface is shown for ease of presentation.
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Figure 5: The upscaled relative permeability for CO2 and brine for sinusoidal oscillation of the top surface

with amplitude A = 1.5 meter (a = 0.015). The wavelength (λ) of the oscillation is 100 meter. The main

figure shows the relative permeability for CO2 (red) and water (blue). The different lines correspond to

different angel of tilt θ of the reservoir. The inlet figure is a close up of the CO2 relative permeability near

zero.
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will exceed only the shallowest spillpoint first, initiating flow along only a small portion of256

the surface. As CO2 thickness increases, the flowing surface gradually increases until the257

deepest spillpoint is exceeded. This impact can occur even for a horizontal surface (θ = 0),258

however it is solely a two-dimensional phenomenon since in the one-dimensional case CO2259

cannot flow until exceeding the deepest spillpoint.260

Two scenarios were tested, one with constant and the other with varying spillpoint depth,261

as shown in Figure 6. The upscaled relative permeability curves show that the varying case262

leads to lower structural residual CO2 saturation as flow is initiated earlier along the shal-263

lowest spillpoint compared to the constant case. We see that both the constant and varying264

case lead to anisotropic relative permeability tensors due to asymmetry of the surfaces,265

which leads to different flow characteristics in each dimension even in the constant case.266

The varying spillpoint depths can be an additional source of anisotropy. A perfectly sym-267

metric surface (see [16]) will reduce to scalar relative permeability functions. And finally, we268

observe a smoother transition from non-flowing to fully flowing CO2 in the varying case (for269

flow in the x direction), which implies a gradual increase in CO2 relative permeability from270

the point of flow initiation until meeting the sharper curve for the constant case.271

4. Application to realistic caprock surfaces272

The insights obtained from the analysis in Section 3 can aid in characterizing the topogra-273

phy of more realistic caprock surfaces. This involves applying the numerical homogenization274

techniques described previously to upscale permeability and relative permeability functions.275

Additionally, flow simulations on the upscaled surface can be compared to simulations with276

the resolved surface to determine the reliability of the upscaling approach. Finally, we assess277

the relative importance of structural heterogeneity compared to a capillary fringe, another278

relevant process, through flow simulation on the resolved surface.279

4.1. Description of caprock280

Two heterogeneous caprock surfaces were compared, each based on datasets developed281

for the IGeMS project (http://www.nr.no/IGEMS). These large-scale synthetic surfaces (30282
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Figure 6: The upper row shows the test case surfaces–the left is a varying spillpoint case while the

right can be seen as a constant case. The lower panel shows the relative permeability of CO2 for

the two surfaces in both the x and y directions (the inset focuses on the CO2 curve at low CO2

saturation). The red line is the constant case and the blue line is the varying case.
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Table 2: Heterogeneous parameters for the OSS and FMM caprock surfaces.

Parameter OSS FMM

Amplitude <20m 1–10 m

Width 2–4 km 10–300 m

Spacing 2–4 km 40–300 m

Total Trapped Volume 0.26 km3 0.85 km3

× 60 km) were created to represent realistic sandstone storage formations underneath an283

impermeable caprock that has a shallow 1% dip in one direction. The geological features of284

the caprock surfaces modeled here are based on the buried offshore sand ridges (OSS) and285

buried beach ridges in a flooded marginal marine setting (FMM). Although many realizations286

of each geologic setting were created in the original IGeMS study, only one realization of287

each of the OSS and FMM surfaces were used in this paper. More details can be found288

in [22] and the original datasets are available online at the project website. A flat caprock289

surface with the same large-scale attributes as the heterogeneous surfaces (domain size and290

tilt) was also tested as a reference for comparison.291

The OSS surface consists of relatively large, kilometer-scale structures that are spaced292

a few kilometers apart. In contrast, the FFM surface has much narrower meter-scale struc-293

tures that are spaced close together. In both cases, the elliptical structures are oriented294

perpendicular to the dip direction. The orientation is dependent on the geologic uplift in295

relation to the depositional environment, and therefore a parallel orientation is equally pos-296

sible. However, we chose the perpendicular orientation because it produces the maximum297

trapping potential, which is particularly relevant for the OSS case. Based on the analysis in298

the previous section, relevant parameters are listed in Table 2.299

A series of resolved simulations were performed with the two heterogeneous surfaces and300

a flat surface. The grid resolution is varied throughout the domain such that the finest301

resolution of 100 m x 100 m occurs within the region where CO2 is flowing, with coarser302

resolution towards the lateral boundaries (y = 0 km and y = 30 km). CO2 was injected at a303

rate of 4 Mt/yr for 50 years through a well located at x = 15 km and y = 15 km. The first304
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(a) OSS (b) FMM

Figure 7: Heterogeneous caprock surfaces for a tilting saline aquifer (1%) created under two different de-

positional scenarios: buried offshore sand ridges (OSS) on left, and flooded marginal marine (FMM) on

right.

set of simulations assumed a sharp interface (SI), representing an aquifer where the capillary305

fringe is small compared to aquifer thickness and can be neglected. Additional simulations306

were performed with a relatively large capillary fringe (CF) to explore the parameter space.307

All simulations allowed for dissolution due to equilibrium partitioning in residual brine and308

brine in contact with residual CO2 but no dissolution due to convective mixing (Cdiss = 0).309

The capillary-saturation function employed here is a standard Brooks-Corey function with310

exponent m = −1/2 and coefficient P0. The relative permeability function is also Brooks-311

Corey with exponent n = 3. A summary of the parameters can be found in Table 3.312

Summarizing the resolved simulation results, we see the impact of topography on the313

plume migration and the distribution of trapped mass Figures 8 and 9. The OSS surface314

large individual traps collect significant amounts of CO2, but spread over a greater area than315

in the FMM case. The capillary fringe also impacts the speed of the plume since the leading316

edge of the plume is comprised predominantly of low CO2 saturations that lead to a lower317

average relative permeability than the SI case. It should be noted that the CF simulations318

result in less CO2 stored in each of the structural traps because the capillary fringe leads to319

a lower average saturation for a given CO2 plume thickness, defined as the bottom of the320

mobile CO2 region ζM , particularly at small CO2 plume thickness values.321
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Table 3: VE model parameters for heterogenous surface simulations.

Parameter Value Unit

Permeability 1 Darcy

Porosity 26 %

Aquifer tilt 1 %

CO2 density 700 kg/m3

CO2 viscosity 0.06 mPa-s

CO2 residual saturation 0.21 –

CO2 endpoint permeability 0.75 –

CO2 solubility 0.02 % mass

Brine density 1020 kg/m3

Brine viscosity 0.69 mPa-s

Brine residual saturation 0.11 –

Brine endpoint permeability 0.54 –

Brine solubility 0 % mass

Capillary coefficient, P0 0 (SI)/0.2 (CF) bar
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Figure 8: Results from the sharp-interface resolved simulations (SI) depicted along cross-sections (at

y =15km) of the flat (top), OSS (middle), and FMM (bottom) aquifer models. Dark red shaded area is

mobile CO2 region and light red shaded area is region with residually trapped CO2. Right panels show

temporal evolution of distributed CO2 mass (fraction of total injected) over 1000 years. From top to bottom

(dark to light) are structurally trapped CO2, free CO2 phase, residual CO2, and dissolved CO2.
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(b) OSS
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Figure 9: Results from resolved simulations with capillary fringe (CF) depicted along cross-sections (at

y =15km) of the flat (top), OSS (middle), and FMM (bottom) aquifer models. Dark red shaded area is

mobile CO2 region and light red shaded area is region with residually trapped CO2. Right panels show

temporal evolution of distributed CO2 mass (fraction of total injected) over 1000 years. From top to bottom

(dark to light) are structurally trapped CO2, free CO2 phase, residual CO2, and dissolved CO2.
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Figure 10: Upscaled CO2 relative permeability curves for the SI (left) and CF (right) fluid properties on the

OSS and FMM surfaces, compared with the flat caprock curves for both SI and CF fluid properties.

4.2. Upscaling322

The heterogeneous surfaces were upscaled using numerical flow-based upscaling to deter-323

mine K̄c as a function of S̄c using Equation (8). The steady-state simulations were performed324

on a subsection equal to one-third of the domain for of each surface, which was done in order325

to capture several wavelengths of the structures. The CO2 relative permeability was upscaled326

for both the sharp interface (SI) and capillary fringe (CF) cases, which are shown in Figure327

10. The brine relative permeability is assumed to be unchanged from the vertically upscaled328

function such that K̄b = Kb.329

Due to the asymmetric nature of the FMM and OSS surfaces, the upscaling results330

in tensorial relative permeability for both cases. The xx component is more significantly331

changed from the reference surface, which is due to the long dimension of the structures332

being oriented perpendicular to the x direction in both cases. The grid is aligned to the333

structures, so therefore the off-diagonal component is negligible compared to the others.334

The OSS structure leads to a more gradual increasing of CO2 relative permeability with S̄c335

than the FMM case, with smaller K̄c for all values of S̄c <0.25. This shows the OSS traps336

impact the flow of CO2 much more after the structural residual saturation has been exceeded337

than the FMM surface.338
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To perform upscaled simulations of the SI and CF cases, the upscaled relative perme-339

ability functions in Figure 10 were employed uniformly in an “effective aquifer”–defined as340

having a flat caprock surface and constant 100-m thickness. The grid resolution was in-341

creased to 400 m, which was uniform across the domain. The resulting plume migration342

after 600 years shows good comparison to a varying degree with the resolved simulations343

(plan view in Figure 11). For the SI simulations, the OSS upscaled model underestimates344

the updip extent of the plume, while the FMM upscaled results give a better comparison.345

For the CF cases, the OSS upscaled model compares better to the resolved simulations than346

the FMM, which overestimates plume speed in this case. The better comparison in the CF347

simulations implies that a capillary fringe has more impact than the OSS and FMM struc-348

tural effects. Despite the discrepancies seen in Figure 11, the upscaled simulations result349

in a better representation of plume migration than the reference flat caprock simulations350

performed with no upscaling (top panels).351

As expected, the upscaled models are not able to capture the local distribution of trapped352

CO2 over the caprock surface. However, the upscaling is able to capture the large-scale353

features of the plume to different degrees. The OSS case, which consists of large traps at a354

similar length scale to the CO2 plume, leads to a larger discrepancy between the upscaled355

and resolved simulations. The updip extent of the plume is much smaller, though the356

lateral width of the plume is similar. The difference occurs because the relative permeability357

functions are upscaled over a large portion of the OSS surface, assuming the impact of the358

structures is “homogeneous” over the entire surface. However, it is clear in the resolved359

simulations that the impact of structures is more heterogeneously, or sparsely, distributed360

as CO2 migrates along the surface. The FMM case, with much smaller width traps than361

the plume has greater homogeneity compared to the scale of the plume, thus the impact362

is captured better in the upscaled relative permeability functions and results therefore in a363

more consistent match with the resolved simulations. However, we find that the upscaled364

models capture the integrated amount of trapped CO2 over the whole domain reasonably365

well, as shown in the top panels of Figure 12.366
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Figure 11: Comparison of upscaled to the resolved simulations depicting the distribution of CO2 phase

thickness (meters) along the top surface of the domain. SI simulations are shown left and CF simulations

are shown right.
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(a) structurally trapped CO2
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(b) maximum upslope plume extent
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(c) plume footprint size

Figure 12: Comparison of resolved and upscaled simulations on OSS and FMM surfaces. Shown are results

for structurally trapped fraction of CO2 (a), upslope plume extent (b), and plume footprint size (c) for the

SI (left) and CF (right) simulations. The upscaled simulations on the OSS and FMM surfaces are compared

with the resolved cases and a flat surface where appropriate.
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Also in Figure 12, we find the upscaled models have mixed results when comparing367

upslope extent and plume footprint over the simulated period. In the SI cases, the FMM368

upscaled simulations are able to capture the impact of topography most effectively, especially369

with regard to plume footprint. On the other hand, the OSS is unable to capture plume dy-370

namics with much accuracy. The CF simulations had better comparisons overall between the371

upscaled and resolved cases, with some persistent overestimation. Despite this discrepancy,372

the rate of increase at late time is nearly the same as the resolved CF simulations.373

5. Dimensionless groupings374

In this paper we have identified several important topographical parameters that impact375

upscaled models of CO2 migration and trapping in structurally heterogeneous systems. First,376

we investigated idealized topographies to gain insight into the effect of heterogeneity on up-377

scaled relative permeability functions. This analysis leads to simple dimensionless groupings378

that can be used to estimate the impact of structural heterogeneity that can be expected379

for different surfaces. The five groupings are summarized in Table 4, which include three380

new groupings proposed here along with the a and fc groupings proposed previously [16, 23].381

Also included in the table are groupings that compare another important physical process,382

the capillary fringe, to the influence of structure. These will be discussed further here.383

The first key topographical parameter identified in previous work is trapped volume,384

described by the amplitude ratio a. A larger amplitude ratio means more trapping and a385

slower migration speed. While amplitude is important, it only determines the structural386

residual saturation that must be exceeded for CO2 to flow freely across the surface. Once387

CO2 is flowing, the shape of the upscaled relative permeability curve is determined by other388

structural characteristics that contribute to surface roughness. We identified three dimen-389

sionless groups that determine roughness–the relief, tilt and spillpoint ratios–which lead to390

different impacts on the relative permeability curve.391

The relief ratio (fr) compares the distances between traps to their width for a fixed392

trapped volume. As the distance decreases from one trap to another, the width of the traps393

increases in proportion and fr decreases, thereby increasing roughness. This means that394

27



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

Table 4: Characteristic groupings of geological and fluid parameters that impact plume migration and

trapping along a rough caprock surface. The groupings are quantified for the OSS and FMM surfaces given

the parameters listed in Tables 2 and 3

Topography Characteristics Grouping OSS FMM

Amplitude Ratio a =
A

H̄
0.2 0.1

Relief Ratio fr =
l1

l1 + l2
0.5 0.8

Tilt-Wavelength Ratio ft =
λ

A
tan θ 1 0.04

Spillpoint Ratio fs =
max ζT
min ζT

1.5 1

Capillary Ratio fc =
p′∗c

aH̄∆ρg cos θ
1.42 2.8

comparing two systems that have the same overall trapping capacity, the one with low-relief,395

wider features that blend together will have a greater reduction on plume migration speed396

than a system with more pronounced high-relief features spaced far apart.397

The tilt-wavelength ratio (ft) relates wavelength (λ) to the dip angle (θ) of the aquifer.398

This ratio can be used to compare the roughness of two surfaces with identical trapping399

capacity and dip angle, where a lower ft indicates a lower roughness. The topography with400

a smallest dominant wavelength results in the smallest roughness because the curvature of401

the CO2 relative permeability function is decreased at low wavelength. A reduced curvature402

implies higher upscaled CO2 relative permeability for the same plume thickness. The rough-403

ness also differs between two surfaces with the same wavelength but a different tilt angle.404

In this case, the increased tilt angle increases roughness while also decreasing the trapping405

capacity of the surface. And finally, the tilt-wavelength ratio indicates that two horizontal406

surfaces (θ = 0), which only differ in wavelength, will have the same relative permeability407

functions.408

The fourth grouping, spillpoint ratio (fs), compares the distribution of spillpoint depths409
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over the averaging area and can only be identified for two-dimensional surfaces. A large ratio410

means the difference between the shallowest and deepest spillpoint is large and the roughness411

of the surface is greater. The roughness is increased because although CO2 flow is initiated412

over the shallow spillpoints early, the transition to a fully flowing CO2 plume (reaching be-413

yond the deepest spillpoint) is slow. Therefore, the caprock continues to impact plume speed414

even for a smaller trapped volume overall. This affects the upscaled relative permeability415

function by creating a smoother transition from non-flowing to the flowing regime compared416

to a case with all spillpoints at the same level. Different spillpoint distributions will lead to417

different flow regimes and corresponding upscaled relative permeability curves.418

Given this set of structural parameter groupings, it is necessary to evaluate their utility419

for understanding CO2 migration along more realistic heterogeneous surfaces. To do this,420

simulations were performed along two surfaces, OSS and FMM, that were inspired by dif-421

ferent depositional settings common in sedimentary basins. We can compare the quantified422

dimensionless groupings for each surface (given in Table 4) with the respective upscaled rel-423

ative permeability curves and simulation results. It should be noted that there are several424

impacts occurring simultaneously, so making exact comparisons with dimensionless group-425

ings is difficult. Regardless, some interesting observations can be made.426

In the upscaled relative permeability functions seen in Figure 10, the OSS curve indicated427

a rougher surface with little trapping. The quantified values in Table 4 show that the OSS428

surface has a higher amplitude ratio, which would normally indicate a larger structural429

residual saturation than the FMM curve. However, the total trapped volume for the OSS430

over the entire surface is lower than the FMM (Table 2), leading to flow starting at a lower431

average CO2 saturation than the FMM curves.432

This discrepancy indicates that some other structural factors are dominant. For example,433

the FMM relief ratio is higher than the OSS, indicating that the OSS is rougher, but the434

values do not differ greatly. A similar conclusion can be drawn from a comparison of fs.435

On the other hand, the value of ft for OSS is nearly two orders of magnitude greater than436

the FMM. This is because the geologic parameters (width and spacing) given for the OSS437
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in Table 2 result in kilometer-scale wavelength compared with 100 meters for the FMM.438

Therefore, we conclude that the moderate tilt combined with a long wavelength has the most439

significant impact on the increased curvature of OSS relative permeability curves compared440

to the FMM. The larger OSS wavelength can also explain a decreased trapping (because of441

the tilted surface) despite having a larger amplitude.442

The flow simulations on the OSS and FMM surfaces are also valuable for comparing the443

relative importance of structural effects to other processes that impact CO2 flow over large444

scales. For example, in Section 4, we performed simulations with a relatively large capillary445

fringe. Similar to previous work [23], we observed that a capillary fringe also slows the plume446

migration, and becomes important as the length scale of the fringe increases compared with447

the vertical dimension of the aquifer. The fringe also competes with structural roughness448

in slowing the plume migration, i.e. the relative impact of the structural effects increases449

as the capillary length scale decreases and vice versa. The capillary fringe ratio fc gives450

an indication of the relative strength of these effects. As the capillary ratio decreases, the451

structures dominate the flow. Conversely, capillarity will dominate if the fringe is much452

larger than the dominant amplitude of the structures. We see that the OSS has the smaller453

capillary ratio, but the upscaled relative permeability curves and simulation results indicate454

that a sufficiently large capillary fringe will overwhelm the structural heterogeneity for both455

the OSS and FMM caprock surfaces.456

6. Upscaling considerations457

This study gives valuable insight into the effectiveness of upscaled models under realistic458

geological settings and fluid properties. By comparing the length scale of the plume to that459

of the main structures, we can evaluate the conditions under which upscaling is a practical460

means of simplifying the system while still capturing the CO2 plume dynamics and trapping.461

For example, we observed that the upscaled OSS model performed poorly for all aspects462

of the SI simulation, the scenario for which structural effects are most important. The463

relatively poor representation of the resolved model occurred because the upscaled functions464

were employed in grid blocks whose size was much smaller (400 m) than the width of the465
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structural features (2000 m). This led to trapping of CO2 that was correct on average, but466

did not capture the large-scale distribution of trapped CO2 as compared with the resolved467

model. Also, plume migration speed was impacted homogeneously over the entire upscaled468

surface, even though the traps were more sparsely spaced.469

We should expect that the upscaled model will not perform well when the width of the470

dominant structural features is significantly larger than the model resolution scale. It should471

be noted that the scale separation needed for flow-based upscaling is not strictly fulfilled for472

the example surfaces. This is true even for the FMM case that consists of smaller wavelength473

structures, despite our finding that the upscaling works relatively well in that case. Our474

methodology would be better for upscaling sub-grid effects, i.e. only the wavelengths shorter475

than the 400 m grid resolution used in upscaled simulations. However, our aim was to see476

if upscaling the larger wavelengths could be applied for the given examples. Ultimately, the477

upscaling is better suited for much larger storage systems, such as the large-scale aquifers478

in the North Sea [24], where the subscale wavelengths are known and can be upscaled in a479

step-wise manner for each coarsened gridblock.480

An alternative to upscaling is to simply coarsen the domain without employing upscaled481

relative permeabilities. In the OSS case, grid coarsening without upscaling would likely482

produce a sufficiently accurate solution. This has been demonstrated in previous work [9],483

which shows that coarsening the grid from 100 m to 400 m still provides sufficient resolution484

for the OSS case. If the surface is such that grid coarsening is inaccurate, it is also possible485

to consider a different approach to upscaling only the smaller wavelength features of the486

surface. In the FMM case, upscaling seems to be a sufficient approach since the width of487

the features is generally smaller than the upscaled grid block. Grid coarsening would be488

inappropriate for the FMM and lead to smoothing of the small features and underestimation489

of the topographical impact [9].490

7. Summary and Conclusions491

The key requirement of CO2 storage simulations is the ability to perform large-scale492

simulations which describe the main physics of the plume over multiple length and time493
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scales. We have focused on structural heterogeneity and its impact on plume migration and494

trapping in this paper. This modeling process may require upscaling of fine-scale geological495

features, for which all the details may not be known or observable. Hence, it is important496

to determine the detailed information that is necessary to get to correct upscaled behavior.497

We identified some of the main parameters of the top surface topography which govern the498

plume migration. In particular, we show how these parameters affect the upscaled relative499

permeability functions. Subsequently, we discussed the effect of the parameters in the context500

of full field simulations on two different topographical cases. And finally, we discussed how501

the effects of the top surface structure interact with the main physical forces in a VE setting,502

which include surface tilting and strength of capillary forces, for the given cases.503

We investigated the use of flow-based upscaling for performing direct numerical simula-504

tions and investigating flow characteristics of real field models. The main findings of the505

paper is a set of parameter groupings, which can be easily found for a surface and give infor-506

mation about trapping volume, sensitivity to tilt angle and flow characteristics of a plume.507

These parameters are valuable for deciding on a simulation strategy that introduces subscale508

features into a large-scale simulation. In particular, we have shown that the most important509

features that must be captured are as follows, with decreasing order of importance:510

• amount of trapped CO2, which impacts the point at which CO2 begins to flow freely;511

and512

• the features that affect CO2 flow at the start of the flowing regime.513

While the dimensionless groupings are an important result of this work and give insight514

into how CO2 flow will be impacted for a given caprock surface, we emphasize that the515

dimensional analysis should be accompanied by simulation studies on the upscaled model.516

In addition, the utility of the groupings should be further explored for a greater variety of517

geologic models.518

We have shown that the best approach for long-term storage capacity or storage security519

simulations can be guided by an evaluation of the dominant structural characteristics. In520

particular, expensive grid refinement often associated with large-scale simulation can be521
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avoided by the proper choice of upscaling or grid coarsening. These results also give insight522

into how a complex geological model can be simplified. For example, we have shown that523

detailed knowledge of the surface is only needed in locations where the plume thickness524

is small, which will occur mainly near the edges of the migrating plume. Through model525

simplification using appropriate techniques, large-scale CO2 simulation can be performed526

more efficiently and effectively for real storage systems.527
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