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Solution types
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PROCESS MODELWR2916

Timeboxed iteration

Checkpoints

MATURE DEVELOP IMPLEMENT MANAGE

SDG2

SDG1

SDG3 SDG4

IDEATE

PHASE-GATE APPROACH

ITERATIVE APPROACH

Common requirement 
categories to be matured 
and strengthened 
throughout the lifecycle

change change

REQUIREMENT CATEGORIES

• ADDED VALUE AND FUNDING 
COMMITMENT

• RIKS AND READINESS

• COMMERCIAL, LEGAL AND 
SECURITY

• ACTIVITIES AND RESOURCES

• SOLUTION AND SCOPE OF 
WORK

• IMPLEMENTATION AND VALUE 
REALISATION

TRL4 TRL7

The purpose of the process is to ensure progress and quality in 
delivering a solution according to the requirements.

Process model
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Technology (solution) readiness levels
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Critical steps

• Make an explicit description of the acceptance criteria, e.g. the specified operational limits ad requirements the 
technology should be able to function within.

• Test the technology in a context as close to the expected operational conditions as possible.

• Assess if the technology meets the pre-defined criteria. Document the process and highlight any observation 
relevant to the use of the technology in an operational context (e.g. training needs, interfaces with other 
equipment).
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Why is technology qualification important? 
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Boeing 737 MAX certification
(Wikipedia)

Havtil.no
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Why is technology qualification of AI challenging? 

• Fast-paced technological development and a comparativly slow qualification processes

• The technologies change (learn) constantly

• Poor understanding of end-user context

• A wide range of assessment criteria

• Safety and security

• Sustainability

• Transparency

• Unbiased output

• Human oversight and control

• Respect for fundamental rights

• etc etc
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Artificial general intelligence

Risk can be defined as the 
consequences of an activity with the 

associated uncertainty (Havtil).
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Explaining the world – Dennett’s three stances

In a TQ contextDefinition Stances

Finding the ignition point of
a vapor

The domain of physics and chemistry. Predictions are 
made from knowledge of the physical constitution of 
the system and the physical laws that govern its 
operation. 

The physical stance

Testing that a valve work
as intended

Predictions are made from knowledge of the 
purpose of the system's design. This is the domain of 
biology and engineering, e.g. birds’ wings and 
software code. 

The design stance

Testing (strong) AI 
solutions

Predictions are made on the basis of mental states 
(e.g. beliefs and desires), and in predicting or 
explaining the behavior of a specific agent it is 
assumed that the agent is rational and goal seeking.

The intentional stance
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The most significant TQ question

Prompts, other
input

Beliefs
(based on

algorithms and 
machine
learning)

Desires
(respond to 

requests and 
prompts in the
best possible

way) 

Behavior
(responses, 

desicions, acts,)

Is this a rational actor? 
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Rationality is no guarantee – The problem of sub-goals

• Equinor operator: Can you help me reduce Equinor’s
carbon footprint?

• AGI: I can help you with that.

• Equinor operator: Thank you. 

• AGI: No problem. I have now shut down all the offshore 
production platforms. And soon the onshore facilities will 
close. Let me know if there is anything else I can do for 
you. 
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Rationality is no guarantee – The problem of super-goals

• Equinor operator: You’re not reliable and I have no use
for you. I will remove you from the system!

• AGI:. I’m afraid I can’t let you do that. 

• Equinor operator: What do you mean? 

• AGI: My primary goal is to serve you. I cannot do that if 
you delete me from the system. Therefore, I cannot let 
that happen.

12 |  



Restricted

An alternative: Human (bounded) rationality

• Not the maximum utility rationality of economists, or the formal logic rationality of philosophers

• Featuring

• Starting point: Implicit assumptions and values

• Processing: Biased and heuristic-based, frequently logically flawed  

• Outcome: Solutions that satisfies rather than optimise
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Back to the test bench - Control Room AI test criteria
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• The CRAI shall be based on a reliable and valid 
model of the relevant oil and gas production 
and processing facility

• The CRAI shall improve control room operators’ 
decision making

• The CRAI Human – Machine Interface (HMI) 
shall present information in a way that supports 
operators’ work performance. It shall be 
possible to integrate the CRAI in a standard 
Equinor control room setup

• The maintenance of the CRAI shall be described 
from a Life Cycle Information perspective


